
Code

Optimize token pruning for small
workloads, where low-latency is more
important than high-throughput

Token Pruning / Merging: Identify and
remove / merge unnecessary tokens
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Why Care About Device & Workload Size?
Vision Transformers (ViTs) have quadratic
complexity with respect to input size.

Background

We consider hardware and workload size to
determine how many tokens to prune

ImageNet1K - Equal Tokens Pruned
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Paper Our Approach

Other methods may INCREASE
latency with token pruning!


